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ABSTRACT

The global climate is currently undergoing vast changes due to the high concentrations of carbon dioxide within the atmosphere. This is already evident through the occurrence of more extreme weather events around the globe. Consequently, in this work the impact of climate change on highly weather dependent electricity systems is assessed by quantifying the extreme needs for dispatchable energy. Large-scale weather data with 3 hourly resolution, from the EURO-CORDEX project are used, reflecting three different projections of the Intergovernmental Panel on Climate Change of possible climate outcomes for the 21st century. It is found that the end-of-century period projected by two representative concentration pathways, RCP2.6 and RCP4.5, slightly increases the need for dispatchable backup energy. On the other hand, the RCP8.5 emission scenario leads to more significant increases. The demand for dispatchable energy happens to occur temporally highly clustered which introduce challenges to the electricity systems. Energy storage may be applied to handle the extreme electricity demands. To investigate this possibility, a simple theoretical modelling of energy storage is presented.
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INTRODUCTION

The global climate is already at present time experiencing vast changes, which are leading to more extreme weather conditions. In explaining these changes, several studies point towards the emission of greenhouse gases as the reason. During the past 30 years, the global average surface temperature has increased by approximately 0.2 degrees per decade. Hansen et al. [1] project this to increase further with a similar rate during the first half of this century.

Nowadays, multiple studies focus on the impact of climate change on the eco and human systems. On the other hand, relatively few studies are concerned with the impact
of climate change on future sustainable energy systems. In this work, we focus on large scale electricity systems and investigate their susceptibility towards climate change, by using the latest release of climate projections provided by the Intergovernmental Panel on Climate Change (IPCC) [2]. The adapted weather driven electricity system was introduced by Rodriguez et al. [3] and spans a network of 30 nodes, each representing a country of Europe. These are connected by 50 links, as shown in Figure 1. The supply side to the electricity system consists of 3 hourly wind and solar power production time series for each node. These were produced by using weather data from the EURO-CORDEX project [4]. The demand side consists of 3 hourly electricity consumption time series for each node, provided by ENTSO-E [5].

![Overview of the simplified European electric network used in this work](image)

In this work we concentrate on climate variables that are important for the wind and solar power production. In climate modelling a clear trend is observed for these variables. In general, an increase in the wind power potential over North Europe is observed with a decreasing trend towards Southern Europe. The opposite is evident for the solar power potential. This is described in detail below. The majority of the research presented below is based on vastly different climate models. Climate models are very often a coupling of different atmospheric and oceanic models, with different underlying physics and different spatial and temporal resolutions. Consequently, biases might occur in the prediction of climate variables.

Tobin et al. [6] use 10 regional climate models, downscaling 6 global climate models under the SRES A1B emission scenario for the European domain and find negligible changes in the future wind projections during the end-of-century period. Exceptions are observed for the Mediterranean area for which a decrease in the wind power is projected. An identical result has been found by Bloom et al. [7] when using the regional climate model PRECIS over the East Mediterranean with the SRES A2 emission scenario. Aligned with this result, Hueging et al. [8] present similar findings in a research based on the 20C and A1B emission scenarios. For the Baltic Sea area a projected increase in the wind speeds is observed [6, 7]. A similar finding is presented by Barstad et al. [9] in a study based on the present and future offshore wind potentials in northern Europe by using the SRES A1B emission scenario. Similar South-North splits of the wind power potential are found by Tobin et al. [10] by using the RCP4.5 and RCP8.5 emission scenarios and by Carvalho et al. [11] by using CMIP5 climate models. Koch et al. [12] present negligible trends in the wind power generation over Germany by using the
RCP2.6 and RCP8.5 emission scenarios during 2031-2060. McColl *et al.* [13] evaluate the future wind projections over the UK by using the SRES A1B scenario and find slight variations in the wind speeds. Similar results are found by Seljom *et al.* [14] for a case-study of Norway based on 10 climate experiments towards the mid-century. For a study of Croatia, Pasicko *et al.* [15] find that the wind speeds increase more than 50% along the coast line during the end of the this century based on the global climate model ECHAM5-MPIOM. For a study on an aggregated EU27 by using SRES A1B and E1 emission scenarios, Dowling [16] shows a slight increase in wind power production until mid-century. For a wind dominated European energy system, increasing needs for conventional energy and storage are found in most of the Central, North and North-West areas at the end of the 21st century by Weber *et al.* [17] when using the RCP8.5 emission scenario. In addition, a more homogeneous wind power distribution is found by Wohland *et al.* [18] for the same climate projection. Hdidouan *et al.* [19] present negligible changes in the levelised cost of electricity within in the RCP8.5 emission scenario.

The Photovoltaic (PV) power generation is projected to decrease in North Europe while a slight increase is projected towards Southern Europe by Jerez *et al.* [20] when using the RCP4.5 and RCP8.5 emission scenarios. A detailed study performed by Burnett *et al.* [21] on the UK show increasing solar availability for the South and South-West regions while the Northern part will experiences a decrease. Solar PV power generation in Croatia is expected to stay unchanged [15]. For an aggregated EU27 an increase is found for the solar PV generation [16].

Highly renewable energy and electricity systems will experience states of energy deficit in which the renewable energy supply is not sufficient to cover the energy demand. Consequently, the systems need to balance the deficit by using dispatchable power, herein denoted as backup energy. It is expected that the different levels of carbon dioxide emissions implemented into the IPCC emission scenarios would affect the need for backup infrastructure. This paper is focused on the electricity system sustainability by observing the temporal occurrence of the extreme backup generation events, their magnitude and possible clustering. The main factor in the occurrence of extreme events is explained by the synergy between electricity demand and the renewable power production as hours with high demand and low power production leads to a higher likelihood of extreme backup events.

The remainder of this paper is structured as follows: The section titled “Climate scenarios” gives a brief introduction to IPCCs future climate projections: RCP2.6, RCP4.5 and RCP8.5. “Data validation” describes briefly how the data validation process is conducted. “Methodology” describes shortly the governing equations of the energy system and the approach in this work. “Results” describes the main results found during this study. “Conclusion and outlook” summarise the findings of this work and changes that may be addressed in future work.

**CLIMATE SCENARIOS**

Gridded data on climate variables was provided by the Danish Meteorological Institute (DMI) and consist of a 0.11° × 0.11° grid (approximately 12 km × 12 km over Europe) with 3 hourly temporal resolution. The data emanates from the regional climate model HIRHAM5 [22] downscaling the global climate model ICHEC-EC-EARTH [23] under the forcing of three different Representative greenhouse gas Concentration Pathways (RCP), each with different climate mitigations. Hereby, we include a broad range of climatic outcomes into our study. The family of RCPs consist of RCP2.6 [24], RCP4.5 [25] and RCP8.5 [26] each spanning the years 2006 to 2100. A historical period, spanning the years 1951 to 2006, serves as a reference scenario. Figure 2 shows the CO₂ emissions, atmospheric CO₂ concentrations and the radiative forcing levels that are evident from the RCP scenarios.
RCP2.6 forms the basis of the Paris Agreement [27] to establish the goal of keeping the global average temperature increase below 2 °C at the end of the 21st century. For this to succeed the future needs to require, e.g., a decline in use of oil, a world population of 9 billion by the year 2100, increased use of cropland due to bio-energy production with a more intensive animal husbandry. Consequently, a reduction of CO₂ emissions will begin at the year 2020 and eventually negative emissions will be forced by the end of this century. The atmospheric concentration of CO₂ reduces from a value of approximately 450 ppm to slightly above 400 ppm during the second half of this century. The radiative forcing levels have to reduce during the second half of this century from a value of 3.0 W/m² to 2.6 W/m².

RCP4.5 is a scenario with stringent climate policies. To decrease the atmospheric CO₂ concentration strong reforestation programs and a decreased use of crop and grassland are assumed. These assumptions along with others lead to a reduction of CO₂ emissions starting mid-century and reaching a constant level at the year of 2080. The rate of CO₂ concentration increases heavily during the first half of this century where after it decreases reaching a level slightly above 500 ppm. The radiative forcing follows the same trend and reaching a level of 4.5 W/m² by the year of 2100.

RCP8.5 is a highly intensive climate scenario without climate mitigations. The main assumptions build on a world population of 12 billion by the end of the century and consequently increased use of crop and grasslands would be necessary. The CO₂ emissions are constantly increasing and reach three times the present value at the end of the century. The atmospheric concentration of CO₂ and radiative forcing levels are increasing heavily reaching values of 950 ppm and 8.5 W/m², respectively. Unlike the other two scenarios, RCP8.5 does not reach steady atmospheric conditions at the end of the 21st century, but it does assume that CO₂ emissions are steady at this point.

DATA VALIDATION

This section serves to describe the data conversion and validation procedure in short. A full description of these methods is provided by Kozarcanin et al. [28].

Wind data validation

In order to be consistent with the present day installation of wind capacities, an equivalent amount of wind turbines of the type SIEMENS SWT 107 3,600 kW have been positioned at grid points that are closest to their real world locations [29]. The 10 meter wind speeds provided by the DMI have been extrapolated to meet the wind speeds at a height of 90 meters corresponding to the hub height of the chosen turbine. The vertical extrapolation of the wind velocity \( \nu \), as a function of the height \( h \) above the ground is conducted by a logarithmic scaling law [30] depending on the 10 meter wind speeds and
the surface roughness length $z_0$ provided by the DMI. The theoretical positioning of wind turbines leads to several turbines being positioned in the same grid cell. Essentially, turbines assigned to the same grid cell may not experience the same wind conditions, wakes may occur or some turbines may be out of order due to maintenance. To take all of these effects into consideration a Gaussian kernel has been applied to the corresponding SIEMENS SWT 107 kW wind power curve before the wind speed to wind power conversion [31]. Hereafter, the grid cells have been aggregated to one time series for each country. The aggregated country-wise wind power time series have been validated according already biased wind power data obtained from www.renewables.ninja [32].

**Solar data validation**

The conversion of solar influx to solar PV power generation data has been performed by using the Renewable Energy atlas (REatlas), pioneered at Aarhus University [31]. This model allows for positioning of solar PV panels and choosing their orientation as desired. One solar PV panel is placed in each grid cell with azimuth angles picked from a Gaussian distribution with standard deviation $\sigma = 40$ and mean $\mu = 0$ and tilts from a Gaussian distribution with standard deviation $\sigma = 15$ and mean $\mu = 25$. The random gathering of the azimuth angle and tilt represents the real world orientations at best. For this conversion, data on the temperature, upwelling and down welling shortwave radiation was provided by DMI. The country-wise aggregated solar power production time series is validated according to biased country-wise solar data provided in www.renewables.ninja [33].

**Electricity demand**

The actual electric demand time series spans the years 2010 to 2015 and is provided by ENTSO-E [5]. In order to reach the desired years this time series was detrended and concatenated in order to meet the requirements.

**METHODS**

Each country of Europe is treated as a separate unit within the electricity network and referred to as a node ($n$). The wind and solar power generation time series $[W_n(t)]$ and $[S_n(t)]$, form the basis of the total renewable electricity generation $[G_R^n(t)]$, for each node and time step ($t$). The electricity consumption time series $[L_n(t)]$, serves as the electrical load in the electricity system. When combined, they form the generation-load mismatch:

$$\Delta_n(t) = G_R^n(t) - L_n(t)$$

which states the three-hourly difference in the total renewable energy generation and the load. This mismatch must be balanced by dispatchable energy generation or curtailment of renewable energy $[B_n(t)]$ and by energy exchange between the individual nodes $[P_n(t)]$, by means of transmission cables. Thus, the generation-load mismatch can also be written as:

$$\Delta_n(t) = B_n(t) + P_n(t)$$

which has to be fulfilled at all time steps by all nodes. Above, the renewable energy generation, is defined as:

$$G_R^n(t) = y_n[\alpha_n W_n(t) + (1 - \alpha_n)S_n(t)]$$

where the wind share of the renewable electricity generation is:
\[ \alpha_n = \frac{\langle W_n \rangle_t}{\langle G_n^B \rangle_t} \]  

(4)

and the renewable penetration is:

\[ \gamma_n = \frac{\langle C_n^R \rangle_t}{\langle L_n \rangle_t} \]  

(5)

By using \( \alpha_n \) and \( \gamma_n \) it is possible to produce renewable power generation time series with different weights of wind and solar power. Furthermore, it is also possible to control the magnitude of the total generation of renewable electricity.

The analysis in this work is conducted by using the European aggregated backup energy generation which is given as:

\[ G_{EU}^B(t) = \sum_n - \min[B_n(t), 0] \]  

(6)

This quantity can be interpreted as the total hourly power generation from dispatchable power plants in Europe.

**Transmission scheme**

The unconstrained transmission scheme used in this paper assumes that all nodes are connected by power lines sufficiently large to allow the flows required to efficiently exchange the required renewable and backup energy. Furthermore, both the nodal sum of the balancing energy \([G_{EU}^B(t)]\) and the maximum required backup energy capacity \([\kappa_{EU}^B]\), is minimized for each time step. This approach forces each node to provide the same balancing relative to their mean load after the exports and imports have been processed. This approach was first introduced by Rodriguez et al. [3].

The required backup capacity \((\kappa_{EU}^B)\), defines the amount of backup energy that the system can produce at any given time. Going by the maximum value will cause an over estimation of the required capacity as the events leading to these extremes are rare. For this reason, a high quantile \((q)\) of the backup energy probability distribution is chosen in order to investigate the need for backup capacity as:

\[ q = \int_0^{\kappa_{EU}^B} p_{EU}(G_{EU}^B)dG_{EU}^B \]  

(7)

Here, \( p_{EU} \) is the probability density function of \( G_{EU}^B \).

**Approach in this work**

In this work we define a historical and an end-of-century period. These span the years 1970-1990 and 2080-2100, respectively.

To ensure the same amount of installed wind and solar capacities \((K_{n,W}^H)\) and \((K_{n,S}^H)\), in each scenario, the installed capacities during the historical period are defined as:

\[ K_{n,\text{hist}}^W = \frac{\gamma_{n,\text{hist}} \alpha_{n,\text{hist}} \langle L_{n,\text{hist}} \rangle_{\text{hist}}}{C_{F_{n,\text{hist}}}^W} \quad \text{and} \quad K_{n,\text{hist}}^S = \frac{\gamma_{n,\text{hist}} (1 - \alpha_{n,\text{hist}}) \langle L_{n,\text{hist}} \rangle_{\text{hist}}}{C_{F_{n,\text{hist}}}^S} \]  

(8)

\( \alpha_{n,\text{hist}} \) and \( \gamma_{n,\text{hist}} \) are fixed to 0.8 and 1, respectively, as these values minimize the need for backup infrastructure which is found by Heide et al. [34]. \( C_{F_{n,\text{hist}}}^W \) and \( C_{F_{n,\text{hist}}}^S \) denote the
wind and solar capacity factors. The future wind and solar generation time series is then calculated as:

\[
G_{n,\text{scen}}^W(t) = K_{n,\text{hist}}^W \times CF_{n,\text{scen}}^W(t) \quad \text{and} \quad G_{n,\text{scen}}^S(t) = K_{n,\text{hist}}^S \times CF_{n,\text{hist}}^S(t)
\]

(9)

with this convention the new values for the wind share parameter and renewable penetration can be determined as:

\[
\alpha_n = \frac{\langle G_{n,\text{scen}}^W \rangle}{\langle G_{n,\text{scen}}^W \rangle + \langle G_{n,\text{scen}}^S \rangle} \quad \text{and} \quad \gamma_n = \frac{\langle G_{n,\text{scen}}^W \rangle + \langle G_{n,\text{scen}}^S \rangle}{\langle L_{n,\text{scen}} \rangle}
\]

(10)

RESULTS

Table 1 presents the mean of the country-wise wind share, renewable penetration and the installed capacities during the end-of-century periods for the different emission scenarios. The wind share stays almost unchanged throughout the ensemble of emission scenarios. In contrast, the renewable penetration decreases significantly. This implies that with the present installed wind and solar capacities, on average less energy demand will be covered by renewable energy in the future scenarios. The decrease of renewable penetration is also evident from the decreased wind and solar capacity factors. A first indication on the impact of climate change on renewable energy sources show that on average the current installed capacities will eventually become less productive.

Table 1. Country aggregated mean values for \( \alpha_n, \gamma_n, CF_n^W \) and \( CF_n^S \) for the different scenarios

<table>
<thead>
<tr>
<th>Variable</th>
<th>Historical</th>
<th>RCP2.6</th>
<th>RCP4.5</th>
<th>RCP8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle \alpha_n \rangle )</td>
<td>0.800</td>
<td>0.799</td>
<td>0.802</td>
<td>0.800</td>
</tr>
<tr>
<td>( \langle \gamma_n \rangle )</td>
<td>1.00</td>
<td>0.979</td>
<td>0.983</td>
<td>0.965</td>
</tr>
<tr>
<td>( \langle CF_n^W \rangle )</td>
<td>0.242</td>
<td>0.237</td>
<td>0.238</td>
<td>0.233</td>
</tr>
<tr>
<td>( \langle CF_n^S \rangle )</td>
<td>0.129</td>
<td>0.127</td>
<td>0.125</td>
<td>0.124</td>
</tr>
</tbody>
</table>

Figure 3 shows the probability distributions of the backup power normalized to the average European electricity consumption. The mean and variance of the backup generation time series are shown in Table 2. Compared to the historical data, the three climate scenarios produce a higher mean and variance. RCP8.5 introduces the highest values of the mean and variance followed by the respective values for the RCP2.6 and RCP4.5 scenarios. This result implies that the RCP8.5 scenario leads to the most and strongest extreme backup events. Extreme events within the 99%-99.9% quantile are shown in Figure 4. By fitting to the tails, it is possible to study the size and occurrence of the most extreme events.

The Generalized Extreme Value (GEV) probability function is used for fits on the 99%-99.9% quantile range introduced by Reiss et al. [35]:

\[
F_{\xi,\mu,\sigma}(x) = \exp \left\{ - \left[ 1 + \xi \frac{(x-\mu)}{\sigma} \right]^{-1/\xi} \right\} \quad \text{for} \quad 1 + \xi \frac{(x-\mu)}{\sigma} > 0 \quad \text{and} \quad \xi \neq 0
\]

(11)

The GEV fitting parameters are the location parameter (\( \mu \)), the shape parameter (\( \xi \)) and the scale parameter (\( \sigma \)). They are presented in Table 3. Among the fitting parameters, the focus is aligned towards the location parameter as this presents the maximum value of the GEV fit. It is observed that the location parameter increases at the end of the century. This indicates that the end of century periods introduce more and higher extreme events.
Figure 3. Probability distributions of the aggregated European backup energy based on the unconstrained transmission scheme (black, green, blue and red colours represent the historical, RCP2.6, RCP4.5 and RCP8.5 scenarios, respectively)

Table 2. Mean and variance of the backup generation time series for the ensemble of emission scenarios

<table>
<thead>
<tr>
<th></th>
<th>Historical</th>
<th>RCP2.6</th>
<th>RCP4.5</th>
<th>RCP8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.164</td>
<td>0.184</td>
<td>0.178</td>
<td>0.195</td>
</tr>
<tr>
<td>Variance</td>
<td>0.042</td>
<td>0.046</td>
<td>0.044</td>
<td>0.048</td>
</tr>
</tbody>
</table>

Figure 4. Probability distributions of the backup energy for the unconstrained transmission scheme (black, green, blue and red colours represent the historical, RCP2.6, RCP4.5 and RCP8.5 scenarios, respectively), dashed plots show the GEV fit

Table 3. GEV fitting parameters for the different scenarios, $\mu$ is the location parameter, $\sigma$ is the scale parameter and $\xi$ is the shape parameter

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Historical</td>
<td>0.9277</td>
<td>−1.088</td>
<td>−0.2172</td>
</tr>
<tr>
<td>RCP2.6</td>
<td>0.9408</td>
<td>−1.152</td>
<td>−0.2396</td>
</tr>
<tr>
<td>RCP4.5</td>
<td>0.9579</td>
<td>−1.094</td>
<td>−0.2060</td>
</tr>
<tr>
<td>RCP8.5</td>
<td>0.9646</td>
<td>−1.036</td>
<td>−0.1999</td>
</tr>
</tbody>
</table>
Thus far, the analysis shows that the extreme backup events are enhanced for all future climate scenarios. Information on the temporal occurrence of the extreme backup events are of vital importance as these challenge the energy system to a high degree. One way of determining the temporal occurrence of the extreme events is through the non-served energy defined as the required backup energy above a given backup capacity as:

\[
G_{EN}(t) = \max[G_{EU}^B(t) - \kappa_{EU}^B, 0]|G_{EU}^B(t) > \kappa_{EU}^B]
\]  

(12)

The not-fully-served hours and the time averaged non-served backup energy \([G_{EN}^{NS}(t)]\) are shown in Figures 5 and 6, respectively, as a function of varying backup capacities. The not-fully-served hours are defined as the amount of not-fully-served backup energy events. From Figure 5 it is evident that all future scenarios introduce additional hours of not-fully-served backup events compared to the historical period, whereby a lack in climate mitigations of the RCP8.5 scenario leads to the highest amount. The magnitude of the non-served backup energy follows a similar trend as seen in Figure 6. To investigate how the not-fully-served events tend to cluster temporally, it is necessary to evaluate the non-served backup energy over a chosen time interval \((\Delta t)\), defined as:

\[
E_{EU}^{NS}(t, \Delta t) = \int_{t}^{t+\Delta t} \max[G_{EU}^B(t') - \kappa_{EU}^B, 0]dt'|G_{EU}^B(t) > \kappa_{EU}^B
\]  

(13)

where \(\Delta t\) is a number varying from 0 to the total number of simulated hours. This conditional integral sums all non-served backup energy in the chosen time interval if the condition is obeyed. To detect clustering this integral has to be applied to the original backup generation time series \([G_{EU}^B(t)]\). For reference, a randomized time series is produced \([G_{EU}^{B,rand}(t)]\), which is based on the original time series. If the extreme events tend to distribute themselves temporally random, the non-served energy would be similar for the two cases of evaluation. On the other hand if the extreme events tend to cluster themselves one would expect the non-served energy to evolve differently as a function of \(\Delta t\).

Figure 5. Not-fully-served hours of backup energy events as a function of varying backup capacities for the unconstrained transmission scheme (black, green, blue and red colors represent the historical, RCP2.6, RCP4.5 and RCP8.5 scenarios, respectively)
Figure 6. Time average of the total European non-served backup energy as a function of varying backup capacities for the unconstrained transmission scheme (black, green, blue and red colors represent the historical, RCP2.6, RCP4.5 and RCP8.5 scenarios, respectively).

Figures 7 and 8 show the non-served backup energy as a function of $\Delta t$ for $K_{EU}^{B}(t_{EU}) = 0.5$ and $K_{EU}^{B}(t_{EU}) = 0.75$. $K_{EU}^{B}(t_{EU}) = 0.75$ corresponds approximately to the 99% quantile of the backup generation. When using the randomized backup generation time series, the non-served backup energy reaches its asymptotic limit during the simulated hours. When evaluated for the original time series, fluctuations are observed during the simulated hours. This finding implies that the not-fully-served events occur clustered.

The non-served energy show higher values for $K_{EU}^{B}(t_{EU}) = 0.5$ compared to $K_{EU}^{B}(t_{EU}) = 0.75$. This is evident, since less not-fully-served events occur for higher values of the available backup capacity. For $K_{EU}^{B}(t_{EU}) = 0.75$ the RCP8.5 scenario shows the highest degree of clustering, in contrast to the historical period and the RCP2.6 and RCP4.5 scenarios.

Figure 7. Non-served backup energy as a function of the time span $\Delta t$ for the original time series (full drawn plots) $[G_{EU}^{B}(t)]$, and the randomized time series (dashed drawn plots) $[G_{EU}^{B,rand}(t)]$, for $K_{EU}^{B}(L_{EU}) = 0.50$ for the unconstrained transmission scheme.
Several techniques exist to take care of the not-fully-served backup events as, e.g., load shifting or storage. Storage can be very useful in taking care of single extreme events but tends to become expensive for extreme event clustering. The required amount of storage is investigated with a simple model as:

\[ S_n(t) = \min\{S_n^{\text{max}}, S_n(t - 1) + \left[k_{\text{EU}}^{B} - G_{\text{EU}}^{B}(t)\right]\} \]  
\[ (14) \]

where \( S_n^{\text{max}} \) is the maximum available storage capacity and \( S_n(t - 1) \) is the amount of storage used at time \( t - 1 \). Figure 9 shows an example of the use of storage for the historical period as a function of time for \( \frac{k_{\text{EU}}^{B}}{L_{\text{EU}}} = 0.75 \). The inserted plot zooms into a winter week with very low renewable power production. It is clear that when the backup energy exceeds the maximum backup capacity, in this case 75% of the European average load, the not-fully-served backup events are covered by storage. Figure 10 and Table 4 summarize the 99.9% occurrence of the storage events. The smallest mean is observed for the RCP8.5 scenario. This is caused by high storage needs. All future scenarios result in smaller mean values which indicate in higher storage needs. The variance for all scenarios are small and comparable. The amount of storage occurrences are increasing for the future climate scenarios.

![Figure 8](image8.png)

Figure 8. Non-served backup energy as a function of the time span \( \Delta t \) for the original time series (full drawn plots) \([G_{\text{EU}}^{B}(t)]\), and the randomized time series (dashed drawn plots), \([G_{\text{EU}}^{B\text{rand}}(t)]\), for \( \frac{k_{\text{EU}}^{B}}{L_{\text{EU}}} = 0.75 \) for the unconstrained transmission scheme.

![Figure 9](image9.png)

Figure 9. Backup energy and storage as a function of time ranging from 1970-1990 for a maximum backup capacity of 0.75.
Figure 10. Logarithmic plot of the probability distributions for the 99.9% of storage events $|S_{EU}(t)|$ (black, green, blue and red colours represent the historical, RCP2.6, RCP4.5 and RCP8.5 scenarios, respectively)

Table 4. Mean, variance and counts of the storage events without zero values

<table>
<thead>
<tr>
<th></th>
<th>Historical</th>
<th>RCP2.6</th>
<th>RCP4.5</th>
<th>RCP8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>−0.065</td>
<td>−0.086</td>
<td>−0.074</td>
<td>−0.108</td>
</tr>
<tr>
<td>Variance</td>
<td>0.002</td>
<td>0.005</td>
<td>0.004</td>
<td>0.016</td>
</tr>
<tr>
<td>Counts</td>
<td>503</td>
<td>683</td>
<td>579</td>
<td>799</td>
</tr>
</tbody>
</table>

CONCLUSIONS

This paper focuses on the impact of climate change on future 100% renewable electricity systems. Each country is supplied by a wind and solar power generation time series and an electricity consumption time series. The latest release of IPCCs family of emission scenarios, RCPs, are used to represent a broad outcome of future climatic conditions. Data on climate variables was provided by the DMI, extracted from their regional climate model HIRHAM5 downscaling the global climate model ICHEC-EC-EARTH.

It is found that climate change reduces the power production of the currently installed wind and solar capacities. This reduction is most prominent within the RCP8.5 scenario, followed by reductions within the RCP2.6 and RCP4.5 scenarios. As a consequence, the need for conventional power would increase in order to cover the electricity demand. In addition, the electricity demand would get more extreme, challenging in turn the electricity system. The RCP8.5 scenario is affected at most due to missing climate mitigations. Stringent climate policies within the RCP2.6 and RCP4.5 scenario lead to less affected wind and solar sources. Also, the need for dispatchable power occurs highly clustered within the RCP8.5 scenario. The clustered events would introduce greater challenges to the electricity systems and energy storage may be applied to cover the extreme demands. A simple theoretical modelling of energy storage is presented in order to investigate this possibility. RCP2.6 and RCP4.5 are slightly affected by climate change and small differences are observed compared to the historical period. Even though climate change affects the electricity systems, the effect is small in an absolute sense and future work should address trading schemes that reduces the need for dispatchable power.
In this work, a clear yet relatively small impact of climate change on the supply side of the electricity system is observed. A natural extension is to correct the electricity consumption for impacts from electrified heating and cooling as these may be strongly affected by the temperature increase in the emission scenarios. Apart from the electricity sector it is encouraged to couple to the heating sector to form a more comprehensive energy system. Former studies show that the demand side impacts on the energy systems are stronger than the supply side impacts [16]. A study focused on Norway showed that the heating and cooling demand will decrease and increase, respectively [14]. Climate change does not lead to the same weather impacts across Europe and energy systems consisting of finer networks will bring changes to the results found in this work. The magnitude of extreme events found in this work may be enhanced if data with a higher temporal resolution are used and stronger effects on the supply side of the energy system may be observed.
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